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Discretization in the quasi-continuum
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Straightforward discretization of the equations of motion of a quasi-continuum interacting with an electromagnetic
field often leads to physical and numerical difficulties. We derive two distinct methods for reducing the number
of energy levels that must be treated explicitly in such calculations. One of these applies to bands of quasi-contin-
ua with slowly decreasing shoulders; the other, to bands with rapidly decreasing shoulders.

INTRODUCTION

Beginning with Rice in 1929, many authors have considered
a model of the so-called “quasi-continuum” in which a dis-
tinguished ground state is coupled to a band of N upper states
that are not coupled to one another (see Fig. 1). These efforts
are summarized well by Shore.l The (1, N) system allows
many analytic results to be derived because it has a simple
eigenvalue equation? and because it is susceptible to analysis
using the Laplace transform.>-% In the special case (the Rice
model) of evenly spaced sublevels of the upper band, Schro-
dinger’s equation can be transformed into a delay-differential
equation®’ and hence exhibits recurrences in which the
ground-state probability experiences quasi-periodic growth
and decay.

In general, previous investigations dealt with the case of the
known (simple, classical) form of the electric field acting on
a two-level system, or else with a constant electric field. [The
case of a sinusoidal field under the rotating-wave approxi-
mation (RWA) and the case of a suddenly turned-on field,
although physically different from the constant-field case, are
mathematically identical to it for times later than the
switch-on time.] For an investigation of a laser pulse passing
through a medium,” these assumptions about the electric field
may not be justified owing to reshaping of the initial pulse as
a result of propagation, so it is necessary to consider the case
of a time-varying field. Peterson et al.® have studied the
adiabatic case, in which the field is turned on slowly rather
than suddenly, and have shown that on laboratory time scales
even quite fast pulses can sometimes be in the adiabatic rather
than the sudden regime.

Yeh et al.,* in contrast to Peterson et al., have recently dealt
with the quasi-continium in the case of a time-varying-field
envelope in their “interrupted coarse-graining” theory. They
also limit the electric field to be slowly varying. In fact, for
the weak-field case their limitation on the pulse
turn-on time is just that given in Ref. 8 as a condition for adi-
abaticity. Thus, for weak fields at least, Yeh’s procedure
appears to be somewhat akin to the adiabatic approximation;
yet it also has features distinct from the adiabatic approxi-
mation since continua are not normally considered to possess
an adiabatic regime.

Witriol et al.? have considered the problem of reducing the
number of levels in a model of a laser-stimulated molecular
species reacting to form another species that is removed from
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the population. This model is, in some ways, more general
than the (1, N) model, but the level-reduction scheme is
strongly dependent on values of the various system parame-
ters.

We address the same problem as in Ref. 4, namely, that of
reducing the difficulty of performing calculations in the (L,
N) model of a quasi-continuum with a large number of levels.
As in Ref. 9, we reduce a continuum or quasi-continuum of
levels to the physically more appealing and computationally
cheaper problem of a discrete band with only a few levels.
Our techniques are characterized by two properties. First,
the field may vary in a totally general way: It may be quan-
tized or classical, and in the latter case the RWA may be ap-
plied or not. Second, we strive for high (if not perfect) accu-

racy rather than merely approximate agreement between the

given and reduced systems.

Some of the major questions in laser-induced chemistry in
recent years have concerned the nature of intramolecular re-
laxation (IMR) and the methods by which IMR can be studied
experimentally. Recently we pointed out that our prelimi-
nary results!® for the time dependence of the expectation value
of the dipole moment (or other off-diagonal observables) are
useful in the context of IMR. Although we do not address the
question of IMR in this paper, we intend to do so in a future
publication.

INTRODUCTION OF THE THEORY

Consider a quantum system interacting with an electric field
according to the Hamiltonian )

H(t) = Ho+ E(t)u,

where the operators Hy and p are independent of time. If we
assume that the RWA has been made, then H represents a
matrix of detunings A = nw — E/h, rather than a matrix of
energies, and E(t) (which absorbs a constant of 1/2h) repre-
sents the envelope of the electric field rather than the oscil-
lating field itself. We do not assume that the field envelope
is constant. In fact, our main concern is to discover the effects
of a nonconstant E{t) on the evolution of the system. Thus
the RWA is not forced on us; indeed, we may even allow the
field to be quantized. If the RWA is not made we must re-
place the plus in the definition of H(¢) by a minus, or else u
will represent the negative of the dipole matrix.
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Fig. 1. A typical (1, N) system. Transitions are allowed from the
ground state to the upper band, not within the upper band itself.

We concern ourselves here only with the special case in
which the system consists of a nondegenerate ground state
interacting with a band of upper levels but in which the upper
levels are not coupled directly among themselves. As far as
the results that we will derive are concerned, the band may be
discrete, continuous, or a combination of the two. However,
for simplicity, in our discussion and notation we will generally
assume that we are dealing with a pure continuum. For such
a system we employ the following notation: The ground-state
amplitude is denoted by a(¢). Upper levels are indexed by
the quantity A = w — E/h, which represents the detuning of
the level that it indexes. The probability amplitudes for the
upper levels are denoted by b(¢, A). The only nonzero ele-
ments of the dipole matrix are those coupling the ground state
to the upper states, u(A), which we assume to be real. For
completeness, we also introduce a function g(A), which gives
the density of states in the upper band. This allows us to let
A vary over the continuous range (—«, «) even in the discrete
case by letting g(A) behave appropriately, e.g., as a delta
function in the case of a single discrete level.

The problem that we address is this: Given a system as
described above and some simple initial conditions [which we
typically choose to be a(¢p) = 1 and b(to, A) = 0, where tg is
a time before which the incident field E(¢) vanishes] how can
we [for arbitrary fields E(t)] solve for the time evolution of the
system when there may be a large number (possibly an un-
countable infinity) of levels in the system? The answer that
we envisage for this problem is a reduction of the system in
some sense to a system with a much smaller number of levels.
In an ideal (and extreme) case we could, perhaps, reduce the
number of levels to two or three and solve the system analyt-
ically; in a less ideal case we still might be able to reduce the
number levels sufficiently to make numerical solutions quite
inexpensive.

This, of course, is no new idea. Converting complicated
systems to two-level systems (on the grounds that most of the
levels do not matter) is not uncommon. However, because
of the special system that we have chosen to consider, we try
a somewhat different approach to the problem than has been
employed in the past.

In our notation, Schrédinger’s equations can be written
as

d . ®
—alt) = i) f_ ONEENLICUNL VRCRY

d%—b(t, A) = iAb(¢, A) + iE(t)u(A)a(t). (1.2)

Integrating Eq. (1.2) and substituting into Eq. (1.1) gives the
integrodifferential equation
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d ¢ ’ ’ v ’
alt)==E® j;OE(t Yal(t )xg Ndr, (9
where
x(t) = f_ 7 1(A)Y2g(A)eidtdA, ®)

All the integrals become sums in the discrete case since the
density function becomes a sum of delta functions.
Consider Eq. (1.1) for the time development of a(¢), which
is the quantity of primary interest given that (¢, A) may be
found straightforwardly if a(¢) is known. Then it seems
natural, in order to discretize Eq. (1.1), to try to replace b(t,
A) with some other quantities [in particular, a discrete set of
functions b;(t), ba(t), etc.] that have known equations of
motion and that give an equation of motion for a(¢) but that
are not necessarily intuitively related to the actual function

b(t, A). In particular, we may suppose that there exist
numbers Ay, Ag, Ag, ... and uy, g, . . . such that
o) = iEW) 5 aba(®), 1)
dt n>0
L b= 1Bb ) + B, (2

From the similarity of these equations to Egs. (1.1) and (1.2)
and from Egs. (2) and (3), it is easy to see that the b,, will exist
if and only if

= L kn®exp(iAnt), (5)
n>0

where x(¢) is as defined earlier. In the sections that follow,
we discuss at some length the possibility of finding numbers
Kn and A, for a given system and hence guaranteeing the re-
duction of Eq. (1.1) to Eq. (4.1). A preliminary discussion of
a different but related technique based on tridiagonalization
of the Hamiltonian is given in the following section.

Note that we have not assumed in any way that u,, and A,
are real. Thus, even though Eqs. (4.1) and (4.2) superficially
resemble Schrodinger’s equations, it may be that the system
for which these would be Schrédinger’s equations would not
have a Hermitian Hamiltonian and hence could not exist in
the real world. This should not bother us since the b, were
introduced merely as a mathematical convenience. However,
this realization leads us to ask if the discretized equations of
motion (4.1) and (4.2) allow us to compute any quantities of
physical interest other than the ground-state amplitude a(¢).
In fact, they do. The complex polarization ®, defined” as

® = 9N f_ ~ @ (Ou(A)g(A)b(t, A)A, 6)

is easily computed in the discretized system. Multiplying Eq.
(1.1) by 2Na*(t)/E(t) is seen to give the complex polarization;
on the other hand, substituting for the time derivative of a(t)
from Eq. (4.1), we get an expression involving only a(¢) and
b,(t). Therefore

P =2IN 3 a*(t)unb,(t). (7)
n>0
It is fortunate that ® is so easily calculated in the discretized

system, since ® is the quantity that couples Schridinger’s
equation to Maxwell’s equations in the differential equations
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that describe the behavior of an optical field in a bulk mate-
rial.

From Egs. (2) and (3) it is clear that the system is com-
pletely characterized by the function u(A)2g(A), which we call
the shape of the band and refer to as w(A) for convenience.
We must make a distinction between two cases: whether
w(A) ~ | A|~" (for some n) as |A| — » or whether w(A) dies
away faster than every such power. The reason for this dis-
tinction is that we have found methods of dealing with either
case but have found no method that can deal with both cases.
A deeper reason for the existence of these two disparate cases
is not evident.

SLOWLY DYING BANDS

First, consider the case in which w(A) dies away like | A| =" for
some integer n as |A| — «. If this is true, then the function
w(A) can be approximated as a rational function, i.e., as a ratio
of two polynomials in A:

p(4)
g(h)
If such a relation holds, we say that we have a rational
band.

Suppose, in fact, that approximation (8) holds strictly
rather than approximately. Our main result of this section
can be expressed in the following theorem.

w(d) = [p(A), ¢(A) polynomials]. (8)

Theorem ,

If u(A)2g(A) is a rational function (with simple poles) of form
(8), then a reduction of Eqgs. (1) to Eqgs. (4) exists. The A, are
just the roots of g(A) that lie in the upper half complex A
plane, whereas the u, can be expressed by the formula

A
" q’(Ar)

where the prime on ¢(A) represents differentiation.

9

Proof

Compute x(t) according to Eq. (3). w(A) must die away at
least as fast as | A| =2 or else the total dipole moment [the in-
tegral of w(A)] would not exist. The integral in Eq. (3) can
be written, therefore, as the limit of the complex line integral
around a large semicircle in the upper half A plane and con-
sequently as a sum of the integrals around the singularities
in the upper half-plane (since the integrand is analytic except
at those points). Therefore

. dA
x(é) = Z: exp(iAnt) p(A,) ‘56;"

(8’

where the sum is to be taken over the upper half-plane roots
A, of g(A) and the integrals are evaluated around those
points. Since q(A) has no repeated roots, the square of Eq.
(9) is the value of the integral as given by complex variable
theory. Therefore Eq. (5) is valid (for these values of u, and
A,), and so the reduction exists. Q.E.D.

The simplest example of a rational band is the Lorentzian
band,

= 2 = 22___._1.___
w(A) = u(A)?%g(A) ”w(A—s)2+g2’

where ¢ is the width of the band, s is the offset of the center

(10)
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of the band, and g is the total dipole moment. This function
has exactly one pole in the upper half A plane, namely, A =
s + io, and the application of formula (9) gives the reduced
dipole-matrix element u. Thus the reduced equations of
motion for the Lorentzian-band system are

_d_ a(t)] [ 0 E)u]la(t)
dt [b(t) E@®)u s+iollb(t)

These equations are often seen as the result of an approxi-
mation that is applied when Eq. (2) has been derived but has
not been found to be solvable. In fact, these are formally
identical with the equations obtained from the Weisskopf-
Wigner approximation. It should be remembered, however,
that according to the derivation above they are exact for a
Lorentzian band in an arbitrarily varying field. There is no
approximation here except possibly the RWA or the ap-
proximations inherent in supposing a semiclassical interaction
with the electric field. This result has been seen in analytic
Lorentzian-band solutions for the case of E(t) constant3 and
for E(t) exponentially increasing.l® Furthermore, it can be
applied to give the exact Lorentzian-band solution for any
E(t) function for which the two-level solution is known. For
example, in Ref. 10 we gave the solution for a(t) for a system
of two discrete levels when E(t) is semiexponentially in-
creasing, i.e., when it increases from zero and goes to a con-
stant value in a particular way (see Fig. 2). Now we can im-
mediately generalize that result to obtain a(¢) when the upper
level is a Lorentzian band. By replacing the detuning in that
formulal® by the quantity s + i, which includes both the
detuning and the bandwidth, we immediately get the desired
solution:

. (11)

io)El +i
a(t) = exp(i{-1)M [i (s +io)f: ,—is w, it
2 a A

where

s+io

{-= 2.

and

ig\2 2)1/2,

el
265 2

Here, M is the confluent hypergeometric function.
We conclude this section with a result that is not an appli-
cation of the rational-band theorem but that is nonetheless
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Fig. 2. Form of the semiexponential pulse. Initially (¢ = —«) the
field envelope increases as e, but eventually it goes to a constant
value.
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related to the Lorentzian-band result given above. Imagine
that, instead of a continuous band of levels, we have an oth-
erwise similar band of evenly spaced discrete levels. In the
case of a Lorentzian-band shape, expression (10) must be re-
placed by

o) 1 o
2= —————|[tanh —|u?,
Hn 7r(n6—s)2+02( 0 K
where 0 is the spacing between levels. (In this instance only,
un refers to the nth level of the given system rather than the
reduced system.) If x(¢) is computed using formula (3), we
find?® that for ¢ < 2x/6 (the recurrence time of the system)

1 + tanh i
x(t) = u? expli(s + io)t]
1 — tanh L)
+ p? — expli(s — io)t].

Therefore, so long as we confine our attention to times less
than the recurrence time, the discrete Lorentzian system can
be reduced exactly to a three-level system with detunings s
+ o and dipole-matrix elements given by the square roots of
the coefficients of the exponentials in the equation above. If
we compare this with the result seen in the case of a continu-
ous Lorentzian band, we will notice that this three-level re-
duction is equivalent to replacing the discrete Lorentzian band
by two continuous Lorentzian bands. Mathematically, one
of the continuous bands has width ¢ and the other has the
negative width —g. Presumably it is this negative-width band
that causes the breakdown of the reduction at the first re-
currence. When tanh(wo/6) ~ 1, the negative-width band is
almost decoupled from the rest of the system, and only the
positive-width band remains. This is reasonable since when
the spacing 0 is less than the bandwidth ¢ we might expect
that the levels in the discrete Lorentzian would be dense
enough to justify a continuum approximation.

QUICKLY DYING BANDS

Consider the case in which w(A) dies away as |A| — « faster
than |A] =" for any n. If this is true, then it is possible to
define orthogonal polynomials f,(A) with respect to the
weight function w(A):

j‘_m w(A)fn(A)fm(A)dA = Opm.

Given that it is possible to define orthogonal polynomials,
there is a systematic procedure for developing approximation
formulas for the class of integrals '

Jw(d)f(A)dA,

where f(A) is to be an arbitrary function as far as the formula
is concerned.'™'? Furthermore, there is a systematic proce-
dure for deriving the error terms of such formulas.!3 In
general, one finds a linear-approximation formula of the
form

J w @A~ T wafan), (12)

n>0

where the A, are the roots of one of the orthogonal polyno-
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mials f,(A) and the w,, are weight factors. The error term
(which is not shown) involves a high-order derivative of f(A).
If we apply approximation (12) to the case f(A) = ei4! we
get

x(t) =~ 3 w, exp(iAnt), (13)
n>0

which is of the form of Eq. (5). Consequently, a quickly dying
band can be approximately discretized by putting levels at the
positions of the roots of one of the orthogonal polynomials and
using as dipole-matrix elements the square roots of the weight
factors that would be needed for an approximate integration
formula based on the orthogonal polynomial.

The error in a calculation of the ground-state probability
amplitude using such a scheme can be approximated by
applying mean-value integral formulas to integrodifferential
Eq. (2). If E(t) does not become too large within the decay
time of x(t), it can be shown that the maximum error in the
ground-state amplitude on the time interval [0, ¢] is less
than :

¢ t’
0 EW@HE(” t”dt', 14
xﬂ j; ¢HE{")d (14)

where 0x is the maximum error in x(¢) on this interval. The
units in this expression are correct if we recall that E(t) is
taken to include a factor of 1/2h.

A more obvious way to discretize a continuous band would
be simply to replace the continuum by a set of evenly spaced
levels with dipole-matrix elements that are roughly the same
as (or proportional to) the value of the u(A) at the corre-
sponding position. (For convenience, we refer to this proce-
dure as Rice discretization since equally spaced levels are in-
volved.) Rice discretization is not the best choice for precisely
the same reason that choosing equally spaced sample points
in approximation formula (12) is not the best choice. There
is -also a physical reason for avoiding Rice discretization.
Equally spaced levels cause the phenomenon of recurrences,
in which constructive and destructive interference create a
quasi-periodic oscillation in the ground-state amplitude. We
saw earlier in the case of the discrete Lorentzian band that the
reduction to a three-level system worked until the first re-
currence time, but then it broke down. The approach of using
expression (13) as a prescription for discretization avoids this
trap and optimizes the discretization at the same time.

Expression (14) for the error in a(¢) that is due to the error
in x(t) implies that our version of the discretization also
breaks down eventually. In fact, since the error term of ex-
pression (13) involves a derivative of f(A) (which is e?4t), the
error in x(¢) must have a polynomial dependence on ¢t. Thus
the reduction does fail in time, but the error expression gives
us a means to estimate the time range for which the approxi-
mation is valid.

As an example, consider a uniform continuous band of
width 24¢ in which w(A) is u2/(24¢) for [A| < Ag and is zero
outside this range. For this band shape, the orthogonal
polynomials are Legendre polynomials. The discretized
system therefore has a ground state and a band of discrete
levels positioned according to the roots (times Ag) of a Le-
gendre polynomial; the dipole-matrix elements are propor-
tional (by a factor of u/+/2) to the square roots of the weight
factors for Gaussian integration and connect the levels in the




R. S. Burkey and C. D. Cantrell

band to the ground state but not to other levels in the band.
The error formula for Gaussian integration!! guarantees a
bound on the error in x(t). If there are to be N levels in the
discretized band, the error in x(¢) is given by

22N+1(N!)4

- N
(2N + 1)[(21\7)!]3(A ot)*

lox| =

As a numerical example, take the case Ag = 0.3 cm™1, with
wE (t) ramping linearly from zero to 0.05 cm™! at ¢ = 1/30 nsec
and remaining constant thereafter. We adopt the goal of
providing six-figure accuracy for the ground-state probability
amplitude on the time interval ¢ < 1/3 nsec. "As may be ex-
pected, expression (14) actually gives a slightly pessimistic
estimate for the necessary number of discretized levels. We
have integrated Schrodinger’s equation using 16 discretized
levels chosen as discussed above. The resulting ground-state
probability amplitude (which is real) is depicted in Fig. 3. In
contrast, consider the Rice discretization, which involves re-
placing the band by a set of evenly spaced discrete levels
connected to the ground state by equal dipole-matrix ele-
ments. Figure 4 displays the error in the ground-state
probability amplitude calculated from Rice discretizations
with 16, 32, 64, and 128 evenly spaced levels, compared with
the “correct” ground-state amplitude calculated from the
system as discretized by our method described above (using
16 levels). Among the Rice discretizations, only the 128-level
case attains six-figure accuracy. In Fig. 4, notice that the
ground-state probability amplitudes as obtained from the Rice
discretizations appear to coincide periodically (and simulta-
neously) with the true ground-state amplitude. The reason
for this novel feature is not entirely clear to us.

Although the technique of approximating x(t) using or-
thogonal-polynomial methods of quadrature obviously leads
to quite satisfactory results compared with simpler discreti-
zation schemes, the application of formula (13) has two’in-
convenient aspects. First, and most important, we have to
have an effective method of computing the roots of the or-
thogonal polynomials and a method of computing the weight
factors. Second, we cannot build a more accurate discreti-
zation from a less accurate one. That is, if we decide that we
must have more accuracy, then there is no alternative to using
an orthogonal polynomial of higher degree, computing its
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Fig. 3. Ground-state probability amplitude for a uniform rectangular
band of full width 0.6 cm™1, as calculated by our technique using 16
levels in the discretized band. This result is accurate to about six
decimal places.
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roots, etc. We cannot simply take the less accurate discreti-
zation, add a few more levels, and try again.

This is all that we have to say on discretization within the
framework of Eq. (5). As it happens, however, there is an-
other approach to the discretization of quickly dying bands
that, although it is based on a completely different premise
about how discretization should be performed, uses similar
mathematical machinery to that discussed above, and in a
more convenient way.

The alternative approach to discretization can be summed
up in the following theorem.

Theorem

The Hamiltonian of any system (of the type that we are dis-
cussing in this section) can be tridiagonalized by a similarity
transformation that is independent of E(¢). The diagonal
elements of the Hamiltonian are

_d 4 dy

’ - ) e

€0 €1 €2

0,

and the codiagonal elements are

1 1 1
E(t)#, - - Ty sy
€o e eg
where the d,, and e,, come from a recurrence formula!2 of the
orthogonal polynomials f,, with respect to w(4),

fr+1(8) = (dr + e A)fn (8) = cnfr-1(A).

Proof

We explicitly give the similarity transformation. Note that,
although our vectors may have many elements, we represent
them as having just two components, a scalar and a function
of A; the scalar represents the ground-state component, and
the function represents the upper-level components. With
this notation, the new basis vectors are

1] 0 0
’ A > 3 eeeae
N OS] I A
n n

Given the exact form of these vectors, the Hamiltonian matrix
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is easily seen to be as stated in the theorem. That the vectors
are orthogonal and form a complete set is a trivial consequence’
of the orthogonality and completeness of the orthogonal
polynomials. Q.E.D.

This theorem puts us in a much better position than that
in which we were left by the previous method since, even
though we still need to know the orthogonal polynomials, we
no longer need to know the roots and weight factors. Further,
successively more accurate discretizations can now be built
up recursively.

The manner in which the total dipole strength and the band
shape figure independently in the tridiagonal Hamiltonian
is astonishing. Only two matrix elements depend on E(¢) and
u.  All other nonzero elements in the matrix are somehow
geometric constants that depend only on the shape (and not
on the strength) of the band. To compute the complex po-
larization we need only the first two probability amplitudes.
Hence any approximation that we make regarding the elimi-
nation of the higher levels affects the polarization (which is
the only physical quantity other than the population that
interests us) only indirectly.

If we were to truncate the Hamiltonian matrix, keeping just
the low levels, we would find that the remaining matrix is
actually similar to the discretized Hamiltonian derived earlier
in this section, in which the detunings are the roots of some
orthogonal polynomial and the dipole-matrix elements are the
square roots of the weight factors of an approximate inte-
gration scheme based on the orthogonal polynomial. This is
perhaps not surprising since the mathematics of orthogonal
polynomials permeates the entire subject. Nevertheless, this
observation serves to connect what we have found here to the
general framework of discretization embodied in Eq. (5).
Furthermore, since the previous method of discretization in
this section permitted the derivation of error formulas, we can
obtain estimates from these formulas of the error involved in
truncating the tridiagonal Hamiltonian.

The notion that the mathematics of orthogonal polynomials
may be useful in solving the dynamics of quantum systems,
particularly in the tridiagonal case, is not new.”1415 Qr-
thogonal polynomials have generally been seen as a tool for
computing the dressed-state eigenvalues and eigenvectors of
a system experiencing a constant-amplitude field (or perhaps
a field that has been suddenly switched on). What we have
found is valid for a field varying in an entirely general way.

References 7 and 14 nevertheless present results relevant
to the tridiagonal method of discretization. These authors
start with a tridiagonal Hamiltonian (which is truncated for
the sake of computer calculations) and solve (in the case of a
constant field) for the populations. The matrix elements of
the Hamiltonian are chosen as recursion coefficients for the
Chebyshev, Hermite, Legendre, or Laguerre orthogonal
polynomials. Thus, in light of the theorem given above, we
see that the numerical results given in Ref. 14 can be viewed
as approximations (in the case of a constant field) to popula-
tions in systems containing continuous bands of various
shapes—among which are included the Gaussian band shape
and the uniform rectangular band shape.

We do not discuss the tridiagonal method of discretization
further here, In a future publication, we will show that the
method can be vastly generalized. The detailed discussion
of the method is more appropriate in that context than in
this.

R. S. Burkey and C. D. Cantrell

SUMMARY AND DISCUSSION

We have considered the discretization of systems in which
there is a ground state and a band of levels that interact with
the ground states but not with each other. This band is en-
visaged as a continuum, and the problem is to introduce in
place of the band a discrete set (it is hoped that the set will be
finite) of quantities that can be used to calculate the
ground-state amplitude and the complex polarization. This
is not the same problem as computing the eigenvalues and
eigenvectors since we want our discretization to be useful in
the case of a time-varying electric field E(¢). In fact, only
reductions that are good in the case of a totally general E(t)
have been discussed, and hence the results derived can be
coupled with a numerical-differential-equation solver to solve
Schrodinger’s equation for the type of system that we have
considered.

We have found two essentially separate cases. In the one
case, in which w(A) = p(A)2g(A) ~ |A] =" (for some integer
n) as |A| — «, we have found that w(A) can be approximated
as a rational function p(A)/q(A). We have shown how to find
N quantities [where the degree of g(A) is 2N] for which we
know the equations of motion and in terms of which we can
express the equation of motion of the ground-state amplitude
a(t). These equations of motion resemble those for an (N +
1)-level Schrédinger equation, except that the Hamiltonian
need not be Hermitian. There is no approximation in these
equations beyond the rational approximation, and the
ground-state amplitude and complex polarization can be
computed [for arbitrary fields E (¢)] after arbitrarily long times
in the reduced system.

In the second case, where w(A) dies to zero faster than any
power of |A| as |{A| — «, we have found a similarity trans-
formation that tridiagonalizes the Hamiltonian. The tridi-
agonal Hamiltonian is discrete but infinite, and the only ap-
proximation involved is in the truncation of this matrix to give
a finite system. The similarity transformation is completely
independent of time, so that once again the reduced system
can be used in the case of a time-varying field. Furthermore,
the only elements of the Hamiltonian matrix that depend on
the field connect the ground state with the next higher level.
Thus only these two levels have to be accurately known to
compute the complex polarization. Since any truncation of
the Hamiltonian (or, possibly, replacement of the upper states
by a reservoir) will leave the equations of motion of these levels
unchanged (though altering the actual values of some of the
probability amplitudes entering into them), the effect of such
an approximation on the ground-state amplitude or the
complex polarization can only be indirect. We have also given
the matrix obtained from a certain similarity transformation
of the truncated tridiagonal Hamiltonian and shown how it
can be used to give an expression for the error involved in the
truncation.
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Note Added in Proof. Witriol'® advocates direct numerical
solution of integrodifferential equation (2). This a form of
coarse graining in the time domain. We do not mean to imply

th

at we have a method of attack for every possible case. If,

for example, one shoulder dies as | A|~" while the other dies

as
th

|A|=™ with n > m, then Eq. (8) is invalid and the approach
at follows it fails.
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